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Overview

• What is Generative AI

• Large Language Models
• Emergent abilities
• In-context learning (prompting)

• Taxonomy of Foundation Models
• Language
• Coding
• Text-to-image

• Hugging Face



Connectionism since 1986



Main machine learning paradigms

Supervised:
«That’s a spider!»

Bee Dog Cat Spider Frog

Unsupervised (generative):
«I’ve seen something similar before… It’s

small, it has eight legs, it’s dark… let me try to 
generate something similar»

Reinforcement:
«What an interesting object. What if I touch it? 

YEOWWW! It bit be! It’s painful!!»
Run EatTouch



Main machine learning paradigms

Unsupervised (generative):
«I’ve seen something similar before… It’s

small, it has eight legs, it’s dark… let me try to 
generate something similar»

internal
representation



Language has a long, sequential structure

Generative models for language should extract the transition
probabilities between the discrete elements of a text sequence
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Generative models for language

• N-grams:
✓ easy to implement
✘ problem with data sparsity

• Hidden Markov Models (HMM):
✓ latent states
✘ combinatorial explosion

• Recurrent Neural Networks (RNN):
✓ distributed latent states (generalization)
✘ problems with long-term dependencies

• Long-Short Term Memory Networks (LSTM)
✓ distributed latent states (generalization)
✓ capture long-term dependencies
✘ difficult to scale-up to billions of parameters
✘ still cannot capture very-long-term dependencies



2017: Transformers

• Flexibly learn to encode contextual information through attention mechanisms

• Can be heavily parallelized (and thus trained on massive supercomputers)

• Autoregressive Language Modeling:

• Masked Language Modeling:



2020: Large Language Models (GPT-3)

GPT-4:

• 10 billion of neurons
• 10 trillions of connection weights (model parameters)
• Trained over billion of books, articles, blog, newspapers 

and websites (1 PB = 1.000.000 GB)
• Trained using more than 100.000.000 processors [GPU]



2022: Align LLMs with user intentions (ChatGPT)



Emergent abilities of LLMs

• Many tasks have performance at random chance for small models and well above-
random for large models

• Examples include:

• Multi-language translation
• Arithmetic calculation
• Analogical reasoning
• Instruction following
• In-context learning
(prompting)



In-context learning (prompting)



In-context learning (prompting)



Instruction following



Prompt engineering



2022



2022

Let’s think step by step.



2024



2024

https://dspy-docs.vercel.app/

https://dspy-docs.vercel.app/


Prompting vs. Fine-tuning

• Prompting:
• Easy and fast
• Limited influence on model’s behavior
• Only acts on the current context à disappears as we close the session

• Fine-tuning:
• Requires lot of data + re-training of connection weights (model parameters)
• Deeply shapes model’s behavior
• Once tuned, the model will “stay tuned”



Foundation Models

ChatGPT (November 2022)
LLaMA (February 2023)
PaLM (March 2023)
GPT-4 (March 2023)

Most recent:

GPT-4o, Gemini 1.5 Pro, Claude 3 Opus, Mixtral 8x22B, Llama 3



Which one should I use?

• Language tasks:
• Proprietary: GPT, Gemini, Claude
• Open: Llama, Mistral

• Coding tasks:
• Proprietary: GPT-4, Codex, Claude, Codet5+
• Open: CodeBooga, Code Llama

• Suggestions:
• Work on prompt quality
• Always double-check model responses
• Estimate cost before choosing the model
• Iterate over model responses
• Size matters

https://www.bigcode-project.org/ 

https://www.bigcode-project.org/


https://selfrefine.info/ 

2024

https://selfrefine.info/


Diffusion models

Song et al., 2021, ICLR



Mapping text embeddings to image embeddings
(and vice versa)

A picture of my friend Bob.
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DALL-E 3

A cool image of a spaghetti 
king surrounded by tortellini 
servants.



Hugging Face





https://www.freedomgpt.com/ 

• Uncensored
• Online + Off-line (edge)
• Liberty 2: Free
• Other models: P2P credit system

https://www.freedomgpt.com/

